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Abstract
Existing methods for structural health monitoring pose a formidable challenge to real time implementation due to the significantly large computational loads. The proposed algorithm is suitable for online applications because it maintains good pattern recognition capabilities while possessing a computationally compact network topology. This study employs the computational efficiency of single layer radial basis function (RBF) approximators to create a subspace capable of isolating faults in multi-degree of freedom systems which involve coupled and uncoupled stiffness changes in real time. The RBF network transforms the displacement–time history of the varying plant into a decoupled output space which is then compared to a baseline healthy observer which undergoes the same decoupling transformation. The online comparison of the output of the time varying plant and the healthy observer in a decoupled subspace comprises the observer based error function. The error function is shown to not only detect the existence of faults, but also isolate these faults in real time in the presence of base excitation. The method is validated for systems that experience earthquake induced damage, as well as an experimental system using a semi-active independent variable stiffness device which is capable of varying system stiffness in real time. By simply observing the displacement–time history responses, the RBF augmented observer formulation is capable identifying changes in the stiffness at each degree of freedom.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The task of detecting real time stiffness change belongs to a subclass of problems dealing with fault detection and isolation (FDI). System stiffness variation can be regarded as a fault, and detection of that variation, representing structural damage, is critical to users or occupants. For systems which have many different types of faults, it is necessary to attempt the more challenging task of fault isolation, which determines the type of fault. Observer based formulations are a particular type of analytical redundancy strategy that have a longstanding history of demonstrating the capability to perform FDI in real time. In reference to the work of White [30], Massoumnia [19], Douglas [10], Liberatore [18], and very recently Chen and Nagarajaiah [2–4], most current research focuses on novel techniques to select a feedback detection filter matrix that attempts to decouple the closed loop observer error residual; however, few studies implement open loop observer formulations which strive to decouple the system output before creating an error residual. By using an interaction matrix formulation, input error functions, input–
output inverse models, and time segmented least squares to decouple time history signals, Koh et al [14, 15], Dharap et al [9, 8], Li et al [17] and Nagarajaiah et al [23] were able to perform real time damage detection within an open loop observer framework. The work presented in this paper seeks to unprecedently combine open loop observer methods with radial basis function (RBF) networks to (1) alleviate the requirements associated with the design of a feedback detection filter matrix and (2) extend the previous signal decoupling capabilities for open loop systems by further generalizing the framework for subspace isolation. The main idea of the proposed work is to achieve separation in a transformed function subspace, rather than directly in the signal space. This transformation is achieved using the function approximation capabilities of artificial neural networks (ANN).

RBF networks are well known for their feedforward computational efficiency and require relatively small training data sets compared to other neural network methods such as back propagation [20]. These networks are also less susceptible to problems with non-stationary inputs due to the adaptive centers of the radial basis functions evaluated in the hidden processing elements. Their ability in providing succinct pattern recognition while not being computationally cumbersome make RBF networks prime candidates for real time fault detection and isolation.

Neural networks are ultimately a biologically inspired phenomena in which researchers have tried to mimic the topological flow of data across the complex network of axons and neurons located in the brain. Their applications has shown copious practical advantages over conventional methods for dynamic mappings of input–output data [26]. The mathematical representation of data flow is done primarily by a series of weighted summations and function evaluations occurring at specified processing elements, or neurons. Particularly, the RBF neural network is comprised of a single hidden layer of neurons consisting of locally tuned or locally sensitive neurons that produces an output tuned to some region in the input space. Furthermore, each hidden layer neuron is localized and decreases as a function of the distance of the input from that neuron’s receptive field center. This localized tuning is made possible by the use of Gaussian basis functions, giving rise to the name RBF network. The output is a linear combination of the hidden layer function evaluation. RBF networks gain their computational advantage in that they rely heavily on resource allocation—proper selection of RBF parameters and robust weight updating of the output layer’s linear units. This item of critical importance has been targeted in the past and the following paragraph addresses plausible solutions.

Platt developed a sequential learning algorithm, called the resource allocation network (RAN) [27]. In this algorithm, the number of hidden neurons is a function of the complexity of the problem and a new hidden neuron is added if the new data exhibits novelty, as defined by certain conditions. When the novelty conditions are not satisfied, the network parameters are adjusted using a least mean square (LMS) algorithm. This algorithm results in a compact network compared to fixed-size networks, and learns quickly for real time applications. Kadirkamanathan and Niranjan replaced the LMS adaptation of network parameters by the extended Kalman filter (EKF) and showed through several examples that the resulting network, RANEKF, was even more compact than RAN [13].

In EKF and RANEKF methods, once a hidden neuron is created, it can never be removed. Because of this, RAN and RANEKF could produce networks in which some hidden units although active initially, may subsequently end up contributing little to the network output. For example, this phenomenon occurs in identification problems of nonlinear systems with changing dynamics resulting in a network with numerous inactive hidden neurons, as the dynamics that caused their creation initially become non-existent. Further the pruning can help avoid the problem of over parameterization, which is a problem when neural networks are employed in control type formulations [29].

The extended minimal resource allocation network (EMRAN) has been developed by Li et al to employ the pruning concept [16]. The methodology behind the EMRAN formulation is to dynamically estimate the number of neurons in the hidden layer as a function of the complexity of the input data. This is accomplished through a combination of growing and pruning of hidden layer neurons. These additions make it suitable for online convergence while maintaining a compact network. Applications of the EMRAN formulation for online adaptive sequential learning applications involving building structures have been presented by Narasimhan et al [24] and Contreras et al [5, 6].

The compact RBF–EMRAN has been implemented in this study to decouple time history response by isolating relevant information to a separable subspace. The plant output and observer outputs are transformed into a RBF network subspace. Then, the residual error between the plant output and the observer output is constructed in the transformed domain. It will be shown through numerical simulations and experimental observations that the proposed methodology is effective in isolating the location and the onset of faults.

2. Network learning architecture

In the architecture illustrated by figure 1, input computations commence by first evaluating a general Gaussian function, $\phi_j$,
at each neuron of which, \( h \) neurons comprises a single hidden layer having dimension \( \phi \in \mathbb{R}^h \):

\[
\phi_j = \exp \left( -\frac{||y-\mu_j||^2}{2\sigma_j^2} \right)
\]

where \( y \in \mathbb{R}^{P+1} \) is the vector comprising the inputs space, \( \mu_j \in \mathbb{R}^{P+1} \) is the center of each Gaussian function, and \( \sigma_j \in \mathbb{R}^1 \) is the standard deviation. The amount of points in the input space, \( p \), is included here for generality and details regarding its determination will be addressed later in section 4.3. The weighted summation of the fully connected output layer produces scalar network output, \( f \in \mathbb{R}^1 \), and is described by the following:

\[
f = \alpha_0 + \sum_{j=1}^{h} \alpha_j \phi_j
\]

where \( \alpha_0 \in \mathbb{R}^1 \) is a scalar bias which assists in function mapping.

The network parameters are strategically selected through the training process based on several factors related to the error, \( e \in \mathbb{R}^1 \), that exists between the training or desired network output, \( f_d \in \mathbb{R}^1 \), and the actual network output produced by equation (2). The discretized training error is defined as:

\[
e[k] = f[k] - f_d[k]
\]

for the \( k \)th observation which is a particular data point at which the network parameters are updated or adapted. For the damage detection scheme proposed in this paper, \( f_d \) is provided \textit{a priori} by training data sets, and the \( k \)th observation refers to the \( k \)th instant in time. Regarding the strategic update and selection of the network parameters based on the training error, they have been omitted here for clarity and readers are referred to [24] for a detailed explanation.

### 3. Network initialization

The EMRAN algorithm requires constants listed in table 1 to be initialized so that the network is suitable for online stiffness isolation. Selecting the appropriate parameters, involves the optimization of a complicated function which may have many local minima. Due to the large number of variables and the complexity of the function space, a gradient based method was not employed. Instead, a genetic algorithm (GA) which was developed to mimic the energy minimization that occurs in the evolutionary process of natural selection was utilized. GAs were developed by Holland in 1975 and they implement techniques such as genetic crossover and mutation to determine future populations of individuals [12]. By representing an individual by a coded string, in this case the EMRAN parameters with fixed bounds on their variance, future generations of the string further optimize those constants.

A GA produces robust populations by maximizing an overall fitness function, which in this case is the root mean squared value of error produced from equation (3). Since the RMS value of equation (3) is always positive and the error is desired to be small, the following quantity or fitness function is maximized, \(-[e[k]]^2\), to ensure an error close to zero. An initial population size (number of search nodes) are selected and by maximizing the fitness function, the GA produces EMRAN parameters that will allow the RBF network to optimally approximate the dynamics of the systems introduced in the following sections. The genetic mutation, crossover, selection probabilities, maximum number of generations, and population size can be found in [24].

It is important to note that once the EMRAN parameters are selected by the GA they remain fixed for a given application. The RBF network implemented in the proposed formulation is fairly robust to the initial EMRAN parameters. However, the use of the GA contributes a rigorous determination of those values, thereby ensuring network convergence. The values produced by the GA can be found in table 1.

### 4. RBF augmented observer formulation

Two factors that hinder the application of open loop observers for FDI are (1) their susceptibility to produce unbounded residuals and (2) the necessary creation of separable fault detection subspaces for the system output [11]. RBF networks resolve these two shortcomings, and by augmenting an open loop observer in the configuration proposed in figure 2, they can be adapted for online applications. Details are provided in this section to help elucidate why RBF networks are effective in generating separable subspaces.

#### 4.1. Damage detection via bounded error residual

By implementing the proposed formulation, the output of a faulty system and the output of a healthy observer are both transformed to a nonlinear radial basis function subspace. It is the error residual produced by comparing these two quantities in real time that is capable of detecting damage. The section 4.2 will go through some of the key assumptions necessary for detecting damage. Since the damage detection relies heavily on the error function producing either zero or nonzero finite output, it is important to ensure under no circumstances does its output tend toward infinity. Topics related to bounding of the error function and limitation on system type will be addressed.

Suppose some faulty dynamic system can be characterized by the following linear time invariant (LTI) state space

<table>
<thead>
<tr>
<th>Table 1. EMRAN initialized parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_{\text{max}} )</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>0.9699</td>
</tr>
</tbody>
</table>
expression for \( \hat{\mathbf{y}} \) matrix. It was shown by Beard \[1\], that by defining, \( \mathbf{f} \) for the proposed formulation presented in this paper, the \( \mathbf{C} \) state for identical bounded input, \( \mathbf{u} \) will produce corresponding output \( \mathbf{y} \) scalar function of time (\( t \)).

\[
\dot{\mathbf{x}}(t) = \mathbf{A}\mathbf{x}(t) + \mathbf{Bu}(t) + \sum_{i=1}^{q_k} \mathbf{F}_i m_i(t) \\
y(t) = \mathbf{C}\mathbf{x}(t)
\]

(4)

\( \mathbf{A} \) is an \( n \times n \) system transmission matrix, \( \mathbf{B} \) is an \( n \times r \) input influence matrix, and \( \mathbf{C} \) is an \( m \times n \) output influence matrix. It was shown by Beard \[1\], that by defining, \( \mathbf{F}_i \) as an \( n \times 1 \) fault direction vector, and \( m_i(t) \) as the \( i \)th arbitrary scalar function of time (\( i = 1, 2, \ldots, q \)) for \( q \) different faults, actuator, sensor, and structural faults can be described when \( m_i(t) \neq 0 \) \[1\].

Assuming an accurate observer of the healthy system can be created (i.e. \( \dot{\mathbf{A}} = \mathbf{A}, \dot{\mathbf{B}} = \mathbf{B}, \) and \( \dot{\mathbf{C}} = \mathbf{C} \)), the following expression for \( \dot{\mathbf{x}} \in \mathbb{R}^n \) and \( \dot{\mathbf{y}} \in \mathbb{R}^m \) describes the estimated state for identical bounded input, \( \mathbf{u}(t) \), without the effect of faults.

\[
\dot{\mathbf{x}}(t) = \mathbf{A}\mathbf{x}(t) + \mathbf{Bu}(t) \quad \dot{\mathbf{y}}(t) = \mathbf{C}\mathbf{x}(t).
\]

(5)

For the proposed formulation presented in this paper, the \( \mathbf{C} \) matrix is equivalent to \( \mathbf{C}_{\text{dof}} \) which is defined as:

\[
\mathbf{C}_{\text{dof}} \Rightarrow \mathbf{C}_{1j} = \begin{cases} 
1 & \forall \ j = \text{dof} \\
0 & \forall \ j \neq \text{dof}
\end{cases}
\]

(6)

where the dof subscript indicates the degree of freedom or floor where measurements are being taken. Considering a particular degree of freedom’s output for the faulty system, \( y = y_{\text{dof}} \) produced by \( \mathbf{C} = \mathbf{C}_{\text{dof}} \), the baseline observer in equations (5) will produce corresponding output \( \hat{y} = \hat{y}_{\text{dof}} \). By storing \( p + 1 \) points of data, a vector \( \mathbf{y} \in \mathbb{R}^{p+1} \) and \( \hat{\mathbf{y}} \in \mathbb{R}^{p+1} \) for the \( k \)th instant can be created.

\[
y = [y_{\text{dof}}(k - p) \cdots y_{\text{dof}}(k - 1)]^{\prime} = [\mathbf{C}_{\text{dof}}\mathbf{x}(k - p) \cdots \mathbf{C}_{\text{dof}}\mathbf{x}(k - 1) \mathbf{C}_{\text{dof}}\mathbf{x}(k)]^{\prime}
\]

\[
\hat{y} = [\hat{y}_{\text{dof}}(k - p) \cdots \hat{y}_{\text{dof}}(k - 1)]^{\prime} = [\mathbf{C}_{\text{dof}}\hat{\mathbf{x}}(k - p) \cdots \mathbf{C}_{\text{dof}}\hat{\mathbf{x}}(k - 1) \mathbf{C}_{\text{dof}}\hat{\mathbf{x}}(k)]^{\prime}.
\]

(7)

The RBFN hidden layer then performs a basis transformation on \( y \) and \( \hat{y} \) described by equation (1), for a function \( \Phi: \mathbf{y} \rightarrow \phi \), where \( \phi \in \mathbb{R}^p \). The total network output can be described by function composition, \( \Phi \circ \Phi^{\prime} : \mathbb{R}^{p+1} \rightarrow \mathbb{R}^1 \), adapted from equation (2) and shown below for \( f \) and \( \hat{f} \).

\[
f = a_0 + \sum_{j=1}^{h} a_j \phi_j(y)
\]

(9)

\[
\hat{f} = a_0 + \sum_{j=1}^{h} a_j \phi_j(\hat{y})
\]

(10)

Due to the properties of unscaled Gaussian functions with fixed centers and standards of deviation (see equation (1)), the following will hold true.

\[
0 < \phi_j(y) \leq 1 \quad \forall \ y \in \mathbb{R}^{p+1}.
\]

(11)

From equation (11), it follows that \( f \) and \( \hat{f} \) remain in some ball of radius, \( \beta_1, \beta_2 \in \beta \). This is conveyed by the following expressions:

\[
a_0 + \sum_{j=1}^{h} a_j \phi_j(y) \leq \beta_1 \quad \forall \ y \in \mathbb{R}^{p+1}
\]

(12)
and,
\[
\alpha_0 + \sum_{j=1}^{b} \alpha_j \phi_j(y) \leq \beta_2 \quad \forall \ y \in \mathbb{R}^{p+1}
\]  (13)

since \((f \circ \Phi)(y)\) is invariant from \(y\), the error residual, \(r\), shown in equation (14) is also bounded.
\[
|r| = |f - \hat{f}| \leq \beta \quad \forall \ y \in \mathbb{R}^{p+1}.
\]  (14)

Now that the error residual has been shown to be bounded, it is only plausible that it produces either zero values, or nonzero finite values. The bounded condition on the residual is necessary, but not sufficient for fault detection.

The formulation requires a further assumption that the state transition matrix, \(A\), be stable. For the structural systems presented in this paper this is true; however, there exist systems which are not stable, or stabilizable by input, of which this formulation is not capable of detecting damage. Reasons as to why the system must be stable are elucidated further in section 4.2.

4.2. Fault isolation using the error residual

The solutions for both the faulty system and the observer are as follows:
\[
x(t) = e^{A_t\hat{x}(0)} + \int_0^t e^{A(t-\tau)}Bu(\tau) \, d\tau
\]

\[
= \sum_{i=1}^{q_1} \int_0^t e^{A(t-\tau)}F_im_i(\tau) \, d\tau
\]  (15)

\[
\hat{x}(t) = e^{A_t\hat{x}(0)} + \int_0^t e^{A(t-\tau)}Bu(\tau) \, d\tau.
\]  (16)

It can be seen for the systems considered in this study (stable \(A\) and bounded, scalar \(u(t)\)) the transient terms, \(e^{A_t\hat{x}(0)}\) and \(\int_0^t e^{A(t-\tau)}Bu(\tau) \, d\tau\) will tend to zero and the remaining terms tend toward constant values, provided by their Taylor expansions, yielding expressions (17) and (18). It should be noted that the following derivation is also valid for systems with modeled noise. For simplicity, it is not included here, but the end result still holds true. For the details regarding the treatment of noise for FDI, readers are referred to the work of Douglas on robust \(H_\infty\) bounded detection filters [10].

\[
x = [\psi_0 A^0 B + \psi_1 A^1 B + \psi_2 A^2 B + \cdots]
\]

\[
- \sum_{i=1}^{q_1} \Gamma_{i0} A^0 F_i + \Gamma_{i1} A^1 F_i + \Gamma_{i2} A^2 F_i + \cdots
\]  (17)

\[
\hat{x} = [\psi_0 A^0 \hat{B} + \psi_1 A^1 \hat{B} + \psi_2 A^2 \hat{B} + \cdots]
\]  (18)

where in equations (17) and (18), \(\psi_i\) and \(\Gamma_{ii}\), are defined by,
\[
\psi_i = \int_0^t (t-\tau)^i \mu(\tau) \, d\tau
\]  (19)

\[
\Gamma_{ii} = \int_0^t (t-\tau)^i m_i(\tau) \, d\tau.
\]  (20)

The solutions in equations (17) and (18) only differ by the contribution of the fault term and can be rewritten as follows,
\[
x = \Delta_B - \Delta_F
\]  (21)

\[
\hat{x} = \Delta_B
\]  (22)

\[
\Delta_B = \sum_{i=1}^{q_1} \psi_i A^i B
\]  (23)

\[
\Delta_F = \sum_{i=1}^{q_1} \psi_i A^i F_i.
\]  (24)

By plugging in the equations (21) and (22) into equations (4) and (5), the output of a particular degree of freedom \(C = C_{dot}\) for both the system and the observer can be written by the expressions below, respectively.
\[
y_{dot} = C_{dot}(\Delta_B - \Delta_F)
\]  (25)

\[
\hat{y}_{dot} = C_{dot}(\Delta_B).
\]  (26)

The network input vector for both the faulty system and the observer are constructed according to equations (7) and (8) and propagated through the Gaussian function as shown below. For simplicity of illustration, scalar, \(\mu_j\), is assumed.
\[
\phi_j = \exp\left[-\frac{|C_{dot}\Delta_B - C_{dot}\Delta_F - \mu_j|^2}{\sigma_j^2}\right]
\]  (27)

\[
\hat{\phi}_j = \exp\left[-\frac{|C_{dot}\Delta_B - \mu_j|^2}{\sigma_j^2}\right].
\]  (28)

By assuming the following expression regarding \(\mu_j\),
\[
\mu_j = \mu_B - c_{F_m}
\]  (29)

where \(\mu_B\) is defined to be some scalar center capable of localizing the input space, and \(c_{F_m}\) is a center capable of distancing appropriately perturbations of the \(F_m\)-th fault relative to all faults, \(F_i\). Equations (27) and (28) can be simplified for systems which are adequately tuned to the input, (i.e. \(C_{dot}\Delta_B - \mu_B = 0\)).
\[
\phi_j = \exp\left[-\frac{|c_{F_m} - C_{dot}\Delta_F|^2}{\sigma_j^2}\right]
\]  (30)

\[
\hat{\phi}_j = \exp\left[-\frac{|c_{F_m}|^2}{\sigma_j^2}\right].
\]  (31)

Equation (30) can be expressed as a summation of \(F_i\) fault terms with \(P_i\) fault magnitude scaling, by the following:
\[
\phi_j = \exp\left[-\frac{|c_{F_m} - P_1 C_{dot}\delta_{F_1} - P_2 C_{dot}\delta_{F_2} - \cdots|^2}{\sigma_j^2}\right].
\]  (32)

It is desired that equation (32) express only damaged values \((0 < \phi_j < 1)\) in the presence of the \(F_m\)-th fault. For this to be true the substitution, \(\sigma_j = \sigma_{F_m}\), is made. Next, \(c_{F_m}\) and \(\sigma_{F_m}\) must be selected such that the following condition is fulfilled:
\[
\frac{c_{F_m} - P_m C_{dot}\delta_{F_m}}{\sigma_{F_m}} \gg \frac{P_i C_{dot}\delta_{F_i}}{\sigma_{F_i}} \quad \forall i \neq m
\]  (33)
where $\frac{p_C \sigma_m \delta}{\mu}$ is sufficiently small. If equations (29) and (33) are true, the proposed detection filter equation (14) is sufficient for fault detection and isolation. More explicitly, for fault $F_m$, even if there exists the presence of faults $F_i$, $r_j = \alpha_f (\phi_j - \phi_f) \to 0$, as $F_m \to 0$. This ensures that the contribution of the $j$th hidden layer neuron is maximized when a particular fault is present and consequently produces a nonzero weighted network output which indicates damage. Finally, it is worth noting that the contribution of the $j$th hidden layer neuron is maximized when a particular fault is present and consequently produces a nonzero weighted network output which indicates damage.

Therefore, the solution to the fault isolation problem given the proposed RBFN augmented observer formulation lies in adequately tuning the centers, $\mu$, and standards of deviation, $\sigma$, of $h$ number of basis functions such that the $F_m$th faulty contribution to the error residual can be separated from all remaining faults that may or may not exist in the system. It is a further proposition of this study that this desired level of tuning and separation can be accomplished by a generalized training scheme described in detail in section 4.3.

Specifically regarding tuning, due to the excellent localization properties of RBF networks with adequate training data sets, it is possible to isolate faults that are sufficiently distinct. This statement is verified using both numerical and experimental results. Further, theoretical justification for separation capability of the RBFs is provided by Cover’s theorem on the separability of patterns [7]. In Cover’s theorem on the separability of patterns, he was able to prove that a pattern classification problem cast in a nonlinear space of higher dimension is more likely to be separable than in a low dimensional space [7]. It is illustrated by the following validations that given an adequate training set, and maximum dimensionality of the RBF hidden layer, separation is not only possible, but robust toward a variety of inputs and damage scenarios.

4.3. Training the network for fault isolation

As shown previously, the fault isolation characteristic of the RBFN relies on the selection of RBF parameters. The training scheme presented in this section has been shown to (1) be general enough to apply to a wide class of problems and (2) adequately tune the RBF parameters such that they can isolate coupled and uncoupled damage.

In order to create the necessary mapping from displacement to separable fault detection space, the neural network has to be trained offline using perturbations of the system model. The systems in this study are subjected to varying levels of damage by changing the stiffness in each DOF. Corresponding displacement data is generated. The training input to the RBF network is comprised of $p+1$ preceding displacement values in each DOF at a certain instant $k$. The desired training output is the value of the stiffness term known *a priori* that corresponds to those $p+1$ displacements.

Regarding the determination of a suitable value for $p$, this depends on the amount of network updates needed during training with minimum criteria $p \geq n$, where $n$ is the dimension of the observed system output. Since the network updates in this study occur at $p+1$, $2p+1$, $3p+1$, ... data points and assuming sections 5.1, 5.2 and 6 examples have the same total amount of data points, larger $p$ values produce less network updates during training. Larger values for $p$ are reserved for the system that exhibits a steady state response (section 6). The exact dimension of $p$ for the examples in this study is determined on a trial and error basis; however, a minimum selection of $p = n = 1$ will produce the most amount of network updates, but it is always the least computationally efficient selection that produces robust results.

The learning process in a single iteration of training is as follows (see figure 3). First, $p+1$ displacements preceding and including instant, $k$, comprise input vector, $y$, and $y$ is fed into the RBF network. Based on the size of the network’s...
hidden layer and value of the weights, the RBF network then computes an output. Next, the computed output is compared to the desired output which varies between 0—no stiffness—and 1—full stiffness. If the error between network output and desired training output is large the tuning parameters are updated optimally using the EKF algorithm outlined in [24]. The training process moves to another instant, not exactly the same, to those patterns seen during training. The network is now ready to be implemented for testing.

It should be noted that during this training process, it is not necessary for the exact testing damage case to be shown to the network. The main motivation for the training process is that after seeing a general variety of damage scenarios, the RBFN can adequately classify in real time a test pattern similar, but not exactly the same, to those patterns seen during training.

5. Simulation using earthquake input

Before first verifying the formulation experimentally, the method is implemented analytically on a two degree of freedom mass–spring–damper system shown in figure 4 and a ten degree of freedom mass–spring–damper system shown in figure 5. Both models were subjected to coupled fault scenarios in the presence of the Mexico City (1985 EW) and Jiji (NS) quake cases and uncoupled fault scenarios in the presence of the Mexico City (1985 EW) and Jiji (NS) quake cases. The results in both cases are presented in subsequent sections. During certain pulses of the quake excitations, both systems experience a fault scenario signified by a decrease in stiffness in selected degrees of freedom. The formulation is shown to detect both coupled and uncoupled stiffness changes in the simulations.

Throughout the remainder of this paper the state space representation for a general multi-degree of freedom system subjected to input excitation and whose output is displacements at each DOF is implemented (described below by equations (34)).

\[
\begin{align*}
\dot{x}_{2n \times 1}(t) &= A_{2n \times 2n}x_{2n \times 1}(t) + B_{2n \times 1}u(t) \\
y_{n \times 1}(t) &= C_{n \times 2n}x_{2n \times 1}(t).
\end{align*}
\]

The state variable, \(x_{2n \times 1}\), consists of relative displacement, \(x_{n \times 1}\), and relative velocity, \(\dot{x}_{n \times 1}\), for all degrees of freedom. \(u(t)\) is the input acceleration and \(A\), \(B\), and \(C\) are state space matrices defined as follows:

\[
A_{2n \times 2n} = \begin{bmatrix} 0_{n \times n} & I_{n \times n} \\ -M^{-1}_{n \times n}K_{n \times n} & -M^{-1}_{n \times n}C_{n \times n}^\text{damp} \end{bmatrix}
B_{2n \times 1} = \begin{bmatrix} 0_{n \times 1} \\ I_{n \times 1} \end{bmatrix}
\]

and

\[
C_{n \times 2n} = \begin{bmatrix} I_{n \times n} & 0_{n \times n} \end{bmatrix}
\]

where \(M\), \(C^\text{damp}\) and \(K\) are matrices for mass, damping, and stiffness, respectively. \(\Gamma\) is a vector of unity influence coefficients corresponding to the degrees of freedom in which the system is receiving input acceleration.

It is commonly known that the linear time invariant state space representation in equations (34) can describe a general mass–spring–damper structure or shear type building of arbitrary, \(n\), degrees of freedom. By setting \(n = 2\) and \(n = 10\) respectively, the proper dimension of the simulation models displayed in figures 4 and 5 are set and their time history responses to input can be simulated. The state space models are used to represent both the actual system and the healthy observer in both the \(n = 2\) and \(n = 10\) validations. Damage is induced by varying the stiffness values of the appropriate DOF in matrix, \(K\), during select time intervals and simulating the time varying response.

5.1. Results for 2-DOF mass–spring–damper system

The effectiveness of the RBF algorithm is demonstrated using a 2-DOF system subjected to the earthquake cases mentioned previously. The 2-DOF system in figure 4 has the modal properties as described in section 4.3. During training, a sinusoidal

![Figure 4. Two degree of freedom system with variable stiffness.](image)

![Figure 5. Ten degree of freedom system with variable stiffness.](image)

<table>
<thead>
<tr>
<th>(\omega\text{ (rad s}^{-1}))</th>
<th>(\zeta\text{ (%)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_1 = 7.67)</td>
<td>(\zeta_1 = 1.8)</td>
</tr>
<tr>
<td>(\omega_2 = 19.92)</td>
<td>(\zeta_2 = 10.2)</td>
</tr>
</tbody>
</table>

Table 2. Two DOF system properties.
excitation is used to drive the system while the stiffness in each degree of freedom is damaged an incremental amount. To facilitate with the localization process, equation (29), the frequencies of the training excitation are based on the dominant frequencies of excitation that the system will experience during testing. These dominant frequencies are determined beforehand from site specific response spectra for earthquake excitations and Fourier spectrum for harmonic excitations. The frequencies of the training excitations are as follows: 0.5 Hz for the Mexico City quake and 0.1 and 0.6 Hz for the Jiji quake. The Mexico City and Jiji training functions were used consistently with both 2-DOF and 10-DOF models. The resulting displacement response serves as training input to the network and the incremental damage as desired output. The sinusoidal excitation, damage scenarios, and resulting response used to train the network for the Jiji verification are shown in figures 8 and 9.

After training, the weights are set. The test damage scenarios are meant to mimic damage in a building with stiffness losses occurring at designated time instances corresponding to larger pulses within the quake record. Regarding the selection of the dimension of the input vector, it is selected such that $y \in \mathbb{R}^{11}$ at instant $k$ for $p = 10$ and is consistent for both training and testing. The simulation sampling rate is 1000 Hz. The following illustrative results are taken from the coupled damage scenario verifications. Uncoupled damage scenario results were omitted due to space.

The excitations and damages scenarios for the 2-DOF system subjected to the Mexico city case are shown in figure 10. In DOF 1, the system remains healthy until 86 s when it experiences a 10% stiffness loss. In DOF 2, the system experiences an 8% stiffness loss at 46 s. The error functions track the onset and existence of damage in each DOF accurately as evidenced by the error functions shown in figure 11.
The excitations and damages scenarios for the 2-DOF system subjected to the Jiji quake case are shown in figure 12. In DOF 1, the system remains healthy until 50 s when it experiences a 10% stiffness loss. In DOF 2, the system experiences a 15% damage at 35 s. The RBFN formulation is capable of identifying and isolating the previously described damage scenario as evidenced by the error functions shown in figure 13.

5.2. Results for 10-DOF mass–spring–damper system with non-collocated input and output

To validate the proposed formulation further, a 10-DOF system is examined. Much differently than the 2-DOF simulation, input was induced at only three of 10 DOFs (8, 9, and 10), and data is only being observed at another three of the 10 DOFs (1, 5, and 8). The input/output configuration and the damaged DOFs are depicted in figure 5 and the modal parameters of the healthy system are shown in table 3. Verifying the RBFN on a larger 10-DOF model with non-collocated input and output demonstrates that the proposed formulation is viable for systems without input actuation and sensing at the same locations. The 10-DOF model was subjected to coupled fault scenarios in the presence of the Mexico City (1985 EW) and Jiji (NS) quake cases and uncoupled fault scenarios in the presence of the Mexico City (1985 EW) and Jiji (NS) quake cases; however, due to space limitations only the coupled in time damage scenarios for the Mexico City quake are shown, figure 16 (left), and the uncoupled in time damage scenarios for the Mexico City quake case are shown, figure 17 (left).

Once again, the network is trained per section 4.3. The same training input excitations implemented in section 5.1 are applied to DOFs 8–10. During the forced vibration training each degree of freedom is damaged an incremental amount,
and the desired stiffness output for the Mexico City training case is shown in figure 14 for only the damaged DOFs: DOFs 1, 5, and 8. The training input to the network for the Mexico City training case is also shown in figure 15 for damaged degrees of freedom. The dimensionality of the input vector given in section 5.1 is also maintained.

In figure 16 (left), the 10-DOF system is damaged during overlapping time intervals (the coupled damage scenario) 10% during 80–120 s, 40% during 60–100 s, and 20% during 40–80 s for DOFs 1, 5, and 8, respectively. The error function is capable of detecting and isolating the damage interval as illustrated by the nonzero error functions shown in figure 16 (right). In figure 17 (left), the 10-DOF system is damaged during time intervals which are not overlapping (the uncoupled damage scenario): 10% during 80–100 s, 30% during 40–60 s, and 20% during 100–120 s for DOFs 1, 5, and 8, respectively. Again, the RBFN formulation does produce relatively greater nonzero error functions, shown in figure 17 (right), that corresponds to the aforementioned damage intervals.

6. SAIVS experimental validation

The ability of the SAIVS (semi-active independent variable stiffness) device to vary stiffness in real time creates a unique opportunity for experimental validation of online SHM algorithms. The proposed method is validated using the experimental data involving coupled stiffness variation. Both stiffness degradation as well as stiffness recovery are evaluated. A brief overview of the SAIVS device and the testing procedure follows.

6.1. Overview of SAIVS device

The SAIVS device was developed by Nagarajaiah and Mate [21] and has been studied in numerous applications since 1998. A schematic diagram of the device is shown in figure 18. The device can smoothly vary stiffness in the x-direction due to its rhombus configuration of springs. To prevent buckling of the springs their motion is guided by two cross bars, one connecting joint 3 and joint 4 to allow translation in the x-direction, and the other connecting joint 1 and joint 2 to allow translation in the y-direction. The device has two limit states controlled by the angle, \( \theta \), of the rhombus shown in the figure 18 schematic. If the x-direction of the device is placed parallel to the axis of motion, when \( \theta = 90^\circ \) the rhombus produces the weakest limit state of least combined spring stiffness. However, when \( \theta = 0^\circ \) the rhombus produces the strongest limit state of maximum combined stiffness. By varying \( \theta \) between these two limit states, stiffness is varied in real time.

Recently, the SAIVS device has been employed in several applications involving seismic disturbance rejection. It has been used by Nagarajaiah and Varadarajan to develop a semi-active tuned mass damper [28]. Also, Narasimhan and Nagarajaiah have successfully coupled the device with a base isolation system in buildings and shown it successful in reducing earthquake induced vibrations [25]. Finally, Nagarajaiah and Saharabudhe have verified a new smart sliding structure that implements the SAIVS device both numerically and experimentally [22]. The SAIVS device application in this study extends the parameter varying capability to structural health monitoring.
6.2. Setup and stiffness variation

One of the most attractive elements of the proposed formulation is its ability to detect coupled parameter variation. The 2-DOF experiment conducted at Rice University by Dharap [8] performs coupled parameter variation and records displacement (using a linear variable differential transformer, LVDT) in each degree of freedom. The values for mass, \( m_1 \) and \( m_2 \) are 242.13 kg and 9.77 kg, respectively. The initial values for stiffness, \( k_1(t_0) \) and \( k_2(t_0) \), are considered to be healthy values of 15 kN m\(^{-1}\) and 3.7 kN m\(^{-1}\), respectively. A diagonal mass matrix was formed and the traditional tridiagonal stiffness matrix was created using the aforementioned values. Rayleigh damping was used to model the experimental damping and approximated by the relationship, \( C_{\text{damp}} = 0.3M + 0.025K \). By using the SAIVS device in each degree of freedom to switch between limit states, the stiffnesses are varied in real time according to table 4 and figure 23 (left).

6.3. Results and discussion

The analytical model of the experimental setup is described by equations (34) for \( n = 2 \). The stiffness output is shown in figure 19 (second and third from top), and the desired input training data shown in figure 20 is used to train the network. Since the testing harmonic excitation is known \textit{a priori}, site specific response spectra is not needed as in the case of earthquake input. The input used to create the training displacement data is a 1.5 Hz sinusoidal input and is also shown in figure 19 (top). The sinusoidal input experienced during testing, shown figure 22 (top), contained noise and was
Figure 18. SAIVS device design and implementation.

Figure 19. Training Acc. and desired stiffness output for experimental validation.

Figure 20. Network training input produced by Acc. in figure 19 (top).

composed of several frequencies with the most dominant being near 1.5 Hz. The dimension of the training input vector is chosen to be in $\Re^{101}$ so that it is of sufficient size for both training and testing.

The effects of the network adding and pruning neurons is shown in figure 21 during training. The number of hidden layer neurons oscillates in the initial learning iterations. As training continues, the number of hidden neurons ceases to fluctuate. For display purposes, the hidden neurons are plotted for every instant of observation. Training was minimized due to the computational efficiency of the network and the training input being monotonic. The experimental data from the coupled damage test is shown in figure 22.

Illustrated by a comparison of figures 23 (left) and (right), the damage error function accurately detects and isolates the stiffness variation. Also, there are some instances where a small magnitude error residual exists when it should strictly be zero. The inability to identify a perfect system model and measurement noise contribute to the magnitude of this error. As with most formulations, to ensure robust FDI it is important that this baseline deviation is small relative to the error function.

It should also be noted, that this error residual in figure 23 is unique with respect to the previous validations in this study because its magnitude is primarily negative. It has been shown in section 4.2 that the sign of the error function is somewhat arbitrary as long as $r_j \to 0$, for $\mathbf{F}_m \to \mathbf{0}$. It should also be noted that the magnitude of $r_j$ is scaled by the weights, $\alpha_j$. Proper scaling of $\alpha_j$ may pose a possible extension to future fault quantification applications.

In summary, assuming a system can be expressed in the form of equations (4), (29) and (33) can be fulfilled, the formulation proposed in this study is robust. This would include some systems with non-Rayleigh damping as well as systems with low levels of noise. These statements are
supported by the results for the experimental system in which the damping in actuality was not perfectly Rayleigh, and there was noise present in the data. Regarding modeling error in the healthy observer (i.e. equation (14) having a value near zero for a no damage case), the more accurate the representation of the healthy model, the more clearly the formulation displays the onset of time varying faults. For the simulations and experiment in this study, desirable results were achieved with a straightforward mathematical model, but this may not be the case for highly nonlinear structures with poor analytical representation.

7. Conclusion

A novel health monitoring formulation capable of isolating coupled and uncoupled stiffness variation, damage and recovery, has been proposed. It was also illustrated that for the generalized training procedure described in this study, coupled and uncoupled damage cases could be sufficiently detected and isolated. Some of the merits of the formulation include real time detection and generalized offline training. The algorithm has been validated for systems experiencing damage during earthquake excitations, larger systems with non-collocated input and output with damage in only a few members, and experimental data from stiffness variation tests in the presence of harmonic excitation performed using the SAIVS device at Rice University. The developed method has significant potential as evident from the numerical and experimental validations.
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